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Spomtaneous Symmetry Ereskdown without Massless Eosons

*
Peter W. Figgs
Department of Fhysies, University of North Carolina, Chapel Bll, K.C.

Abstract

e sxamine a simple velativistie theory of two scalar flelds,
first discussed by Goldstons, in which as & result of spomtaneous
breskdown of U(1) symeetry ove of the scalar bosons is massless,
in conforsity with the Goldstone theorem. When the symmetry group
of the Lagrangian is extended from global te local U(1) eransforma-
tions by the lntroduction of coupling with a vector gauge field,
the Goldstone boson becomes the lomgitudinal state of a massive
vector boson Whose transverse states are the quanta of the trans-
verse gauge fleld, A perturbative treatment of the model is
developed in which the major features of these phenomena are
present in cero order. Transition amplitudes for decay and
scateering processes are evaluated in lowest order, snd it Ls shown
that they may be obtained more directly from an equivalent Lagrang-

Lan in which the original symmetry is no lomger manifest. When the

system s coupled to other systems in & U(1) fovarisnt Lagrangisn

On leave from the Tait Imstitute of Msthematical Physics,
University of Edinburgh, Scotland.
ks
This work was partially supported by the Air Force Office of
Scientific Research under grant AF-AFOSR-153-6k,
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J u | y 2 0 1 2 ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky Hva Sulskever CreolTrey E. Hinlon

" Unmersily ol Toronto Umisversaty of Toromio University e Toronlo
3 utoronto.ca il ut to.ca hintonfcs.utoronto.ca

A
* $ Ahstract
W tramed a large. deep convolutional newral network o classily the 1.2 mallzen

high-resolulaom mmages in the ImageNet LEVRC- 2000 conlest inle the 100 daf-
ferent classes. O the besd data, we achseved lop-1 and lop-5 emor rales of 37 5%
and IT0% which is considerably better theam the previous state-ol-the-arl. The
meural network. which has 60 mallion parameters amd 6300000 neurons, consisis
ol lve comalolmal kayers, somse ol which are followed by mas-posding lavers,
and three fully-conmected Layers with a linal HE-way solimax. To make rain-
mg faster, we used non-saturating neurons and a very ellicient GPL implemen-
tation of the convolution operation. To reduce overflitling i the Tully-conmecled
layers we employed a recently-developed regularization method called “dropou™
that proved b be very elleclve. We aleo entered a vanant of thas model i the
ILSVRC-2012 competition and achieved a winning top-5 test ernor rate of 15.3%,
compared o 26 2% achieved by the secomd-best enkry.
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“New directions in science are
launched by new tools much more
often than by new concepts. The
effect of a concept-driven revolution
is to explain old things in new ways.
The effect of a tool-driven revolution
is to discover new things that have to
be explained.”

- FREEMAN DYSON
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The use of neural networks in y—" discrimination Pattern recognition in high energy physics with artificial neural

networks — JETNET 2.0
Wayne S. Babbage and Lee F. Thompson

Department of Physics, University of Sheffield, Sheffield, $3 7RH, England, UK Leif Lonnblad, Carsten Peterson and Thorsteinn Rognvaldsson
]

Department of Theoretical Physics, University of Lund, Silvegatan 14 A, 5-223 62 Lund, Sweden
Recewved 21 October 1992

Received 27 August 1991

i n I netw ’ s e '
HgEs seatcy tynpurd nEtwonEat LG JETNET 3.0 - A versatile artificial neural network
P. Chiappetta®, P, Colangelo®, P, De Felice ™, G. Nardulli® and G. Pasguariello? package
A Centre de Physigue Theorique, CNRE Luminy. Marseille. France i = ‘ i
® INFN, Sezione di Bari, Bari, faly Carsten Peterson®, Thorsteinn Rognvaldsson®, Leif Lonnblad®
¢ Dipartimedta df Fiaica, Univeriira dF Bael, Bari, Ttaly * Department of Theoretical Physics, University of Lund, Stlvegatan 14 A, 5-223 62 Lind, Sweden
4 fetitnte Elaborazions Segnale Fmmaging, CNR, Bari, laly b Theory Division, CERN, CH-1211 Geneva 23, Switzerland
Received 10 December 1993 Received 17 January 1994
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A detailed study of interpretability of deep neural network

based top taggers

Ayush Khot! €2, Mark S Neubauer! {2} and Avik Roy21 (&)
Published 11 July 2023 - © 2023 The Author(s). Published by IOP Publishing Ltd

Machine LearninQ' Science and Technﬂlngy, Volume 4, Number 3
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Vaswani et al., “Attention Is All You Need”, 2017 (173k+ citations).
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Van Stroud et al., Phys. Rev. X 15, 041046 — December, 2025
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Number of Papers

A Living Review of Machine Learning for
Particle Physics

* https://iml-wg.github.io/HEPML-LivingReview/
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Reviews
Modern reviews
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Classical papers
Datasets
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Parameterized classifiers
Representations
Targets
Learning strategies
Fast inference / deployment
Regression
Pileup
Calibration
Recasting
Matrix elements
Parameter estimation

Parton Distribution Functions
(and related)

Lattice Gauge Theory
Function Approximation
Symbolic Regression

Monitoring

Equivariant networks.

Physics-informed neural
networks (PINNs) / Neural
Operators.

Decorrelation methods.

Generative models / density
estimation

GANs

(Variational) Autoencoders
(Continuous) Normalizing flow
Diffusion Models

Transformer Models
Physics-inspired

Mixture Models

Phase space generation
Gaussian processes

Evaluation of Generative
Models

Other/hybrid
Anomaly detection.
Foundation Models, LLMs.

Kolmogorov-Arnold Networks
(KANSs).
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