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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃خیزیافته از𝒈 → 𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی
؟𝒁چرا ❑

دلیل نواقص مدل استانداردبهجدیدمدلبهنیازاحساس❑

انرژی های بالاتروجود یک نظریه در امکان❑

نظریه ی موثر مدل استاندارد در غالب یک ❑

برای مدل استاندارد یا اندازه گیری دقیق : راه های گشتن❑
مستقیمجست و جو ی 

Zبرهمکنش های به فرای مدل استاندارد فیزیک حساسیت ❑

Zمرتبط با جفت شدگی کوارک تاپ و CFTمثل ضرایب موجود در ❑
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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃خیزیافته از𝒈 → 𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی

X 𝒁

𝒃

𝒃

؟خیزیافتهچرا ❑

انرژی های بالاتروجود یک نظریه در امکان❑

نیاز به مطالعه ی جت های ←فیزیک جدید کشف ❑
آن هاشناسایی منشأ و (خیزیافته)پرانرژی

انرژی های بالا در آمار کم:۱چالش❑

داده ها به دلیل ادغام محصولاتشدید پیچیدگی : ۲چالش❑
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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃خیزیافته از𝒈 → 𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی
𝒁چرا❑ → 𝒃𝒃؟

انرژی های بالا در آمار کم:۱چالشپاسخ❑

𝒁واپاشی شاخه ای بالای نسبت ❑ → 𝑞𝑞

متمایزندbجت های کوارک ❑
Zنسبت واپاشی های مختلف بوزون 
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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃خیزیافته از𝒈 → 𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی
؟یادگیری ماشینچرا ❑

داده ها به دلیل پیچیدگی شدید : ۲چالشپاسخ❑
محصولاتادغام 
یادگیری ماشین❑

:LHCبرای شناسایی جت های خیزیافته در الگوریتم ها ❑

❑ParticleNet(در ادامه از آن استفاده می کنیم)

ترنسفورمرها❑
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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃خیزیافته از𝒈 → 𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی
؟کوانتومچرا ❑

یادگیری ماشین: یادآوری راه حل❑

کلاسیک یا کوانتومی؟ مسئله این است❑

نیاز به مطالعه ی الگوریتم های کوانتومی❑

:انگیزه ❑

افزایش روزافزون داده های تولید شده در سرن❑

پردازش سریع ترنیاز به ❑

بین داده ها همبستگی های جدید امید به کشف ❑

فیزیک 
ذرات 

ابزار
کنونی

• یادگیری 
ماشین 
کلاسیک

به سوی 
آینده

• یادگیری 
ماشین 
کوانتومی
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:مسئله ی ما
𝒁تشخیص  → 𝒃𝒃 خیزیافته از𝒃𝒃با  خیزیافته

یادگیری ماشین کوانتومی
مطالعه روش❑

کوانتومیمدارهایشبیه سازی❑

امدارهاینازاستفادهبایادگیریفرایندانجام❑

چالش❑
کم کیوبیت هاتعداد ❑

ابعاد بسیار زیاد داده ها در فیزیک ذرات❑

کاهش بعدنیاز به ❑

آموزش بر روی داده های کاهش بعد یافته❑

 کلاس بندی

نهایی با 
QGNN

فشرده ساز
ی

پیش پرداز
ش و 
بازآرایی
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پیش پردازش و بازآرایی
 دینکلاس ب

نهایی با 
QGNN

فشرده ساز
ی

پیش پردازش 
و بازآرایی
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۲۰۰هزار جت با حداقل تکانه ی عرضی ۲۰❑ 𝑮𝒆𝑽

Zبا منشأ گلوئون و بوزون 

داردذره ۱۰۰هر جت به طور متوسط ❑

داردویژگی ۱۶هر ذره ❑
(نسبت به انرژی جت)انرژی و انرژی نسبی ❑

مولفه های بردار تکانه❑

تکانه ی عرضی و تکانه ی عرضی نسبی❑

اصلی و نسبی و 𝜼و 𝝓مختصات های زاویه ای❑
مختصات های زاویه ای چرخیده به طوری  که محور 

باشد𝝓جت بردار 

𝜼و 𝝓فاصله ی ذره نسبت به مرکز جت در مختصات ❑

❑cos 𝜽 وcos 𝜃𝑟𝑒𝑙

۱۰۰×۱۶=بعد داده های اولیه ❑

با جت هاعرضی تکانه ی مقایسه ی توزیع مجموعه داده ها
کوارکوWوZ منشأ گلوئون، بوزون

هاکوارکدیگروتاپ

 هایجتتعداد ذرات درون 
بالاعکسدرشدهذکر

Zتصاویر جت با منشأ گلوئون و بوزون 

۱۴۰۴پریچهر کنگازیان           کنفرانس فیزیک ذرات و نظریه میدان ها            بهمن  9



جت های 
ه  خیزیافت

bو g 

ی
بازآرای

هدف❑
آماده سازی داده❑

:اولگام ❑
ذره پر انرژی جت۱۰انتخاب ❑

:دومگام ❑
𝝓و 𝜼همسایه ی نزدیک هر کدام از این ذرات در مختصات ۱۰نکردمشخص ❑

:سومگام ❑
محاسبه ی قدرمطلق اختلاف ویژگی همسایه ها نسبت به ذره ی پرانرژی مرکزی❑

۱۰×۱۶۰بعد نهایی داده ها پس از بازآزایی ❑

𝜼

𝝓

بازآرایی 
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فشرده سازی
 کلاس بندی

نهایی با 
QGNN

فشرده ساز
ی

پیش پردازش 
و بازآرایی
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کیوبیتی۱۰سازگاری بعد داده های ورودی برای یک مدار: هدف❑

۱۰×۴بعد نهایی داده ها پس از فشرده سازی ❑

:روش فشرده سازی❑

خودرمزنگار ها❑

خودرمزنگار چیست؟❑

:شبکه هاس عصبی شامل دو بخش❑

گذارزرم❑

گشازرم❑

:معیار عمل کرد خودرمزنگارها❑

PCAالگوریتم  فشرده شده  با فضای مقایسه با کیفیت ❑

بر روی تمامی فضاهای فشرده و ParticleNetآموزش الگوریتم ❑
منحنی عمل کردمقایسه ی 

حودرمزنگارنمونه یک 

داده ی ورودی
داده ی بازسازی 

شده 

فضای نهان =داده ی فشرده شده 

گذارزرم گشازرم

فشرده سازی
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داده های 
اصلی

PCAخودرمزنگار

VANILLA 

AUTOENCODER
VARIATIONAL 

AUTOENCODER

END-TO-END 
SINKHORN 

AUTOENCODER

خودرمزنگارها
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نتایج
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QGNNکلاس بندی نهایی با 

 کلاس بندی

نهایی با 
QGNN

فشرده ساز
ی

پیش پردازش 
و بازآرایی
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 کلاس بندی

نهایی با 
QGNN

فشرده ساز
ی

پیش پردازش 
و بازآرایی

شبکه ی 
عصبی 
گرافی 
کوانتومی

ساخت گراف 
از داده های 
فشرده

کدگذاری گراف 
در مدار 
کوانتومی

مدار وردشی 
کوانتومی برای 
یادگیری مدل

گیری اندازه
برای دریافت 
خروجی
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شبکه ی 
عصبی 
گرافی 
کوانتومی

ساخت گراف 
از داده های 
فشرده

کدگذاری 
گراف در مدار 
کوانتومی

مدار وردشی 
کوانتومی برای 
یادگیری مدل

گیری اندازه
برای دریافت 
خروجی

۱۰×۴بعد نهایی بعد از فشرده سازی : یادآوری❑

ساخت گراف❑
انتخاب سه هم سایه ی نزدیک بر حسب فاصله ی ❑

اقلیدسی

وصل کردن این همسایه ها با یال به یک دیگر ❑

:وزن هر یال❑

عکس فاصله اقلیدسی دو نقطه❑

QGNNساخت گراف برای ورود به 
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:بارگذاری پی در پیروش ❑
اده یک ویزگی با استفکدگذاری ❑

روی هر کیوبیتبر RXگیت از 

پارامتر مدار وردشی یک لایه ❑
(۱مدار وردشی )کوانتومی 

تکرار مراحل بالا تا کدگذاری ❑
ویژگی۴تمامی 

شبکه ی 
عصبی 
گرافی 
کوانتومی

ساخت گراف 
از داده های 
فشرده

کدگذاری 
گراف در مدار 
کوانتومی

مدار وردشی 
کوانتومی برای 
یادگیری مدل

گیری اندازه
برای دریافت 
خروجی

کدگذاری رأس های گراف
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پیبارگذاری پی در 
ۧ|0
ۧ|0
ۧ|0

ۧ|0

10
𝑈(𝑥1) 𝑉𝑄𝐶1(𝜃1)

اتصال بر اساس ساختار گراف

𝑈(𝑥2) 𝑉𝑄𝐶1(𝜃2) 𝑈(𝑥3) 𝑉𝑄𝐶1(𝜃3) 𝑈(𝑥4) 𝑉𝑄𝐶1(𝜃4)

𝑈(𝑥) 𝑉𝑄𝐶1(𝜃)

RX(𝑥1)

RX(𝑥2)

RX(𝑥3)

RX(𝑥10)

RY(𝜃1)

RY(𝜃2)

RY(𝜃3)

RY(𝜃10)

RZ(𝜃1)

RZ(𝜃2)

RZ(𝜃3)

RZ(𝜃10)

CRZ or CRX

CRZ or CRX

ویژگی های گره هاپارامترهای آموزشی
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کدگذاری یال های گراف در مدار ❑
در غالب همیلتونی کلی مدار 

ه اثر عملگر تحول زمانی مربوط ب❑
این همیلتونی بر روی مجموعه 

کیوبیت ها

شبکه ی 
عصبی 
گرافی 
کوانتومی

ساخت گراف 
از داده های 
فشرده

کدگذاری 
گراف در مدار 
کوانتومی

مدار وردشی 
کوانتومی برای 
یادگیری مدل

گیری  اندازه
برای دریافت
خروجی

کدگذاری یال های گراف

𝐻 = ෍

𝑖 ,𝑗>𝑖

𝑙𝑖𝑗𝑍𝑖𝑍𝑗
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مدار ) یک مدار وردشی  دیگر ❑
(  ۲وردشی 

حدس پارامتر های اولیه❑

از تغییر پارامتر ها با استفاده❑
الگوریتم های کاهش گرادیان

شبکه ی 
عصبی 
گرافی 
کوانتومی

ساخت گراف 
از داده های 
فشرده

کدگذاری 
گراف در مدار 
کوانتومی

مدار وردشی 
کوانتومی برای 
یادگیری مدل

گیری  اندازه
برای دریافت
خروجی

𝑉𝑄𝐶2(𝜃)

RZ(𝜃1)

RZ(𝜃2)

RZ(𝜃3)

RZ(𝜃10)

ماشینی برای فهم داده های ورودی
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بر Zاندازه گیری عملگر پائولی ❑
روی کیوبیت ها 

و ۰درنهایت اگر این میانگین بین❑
عنوان بود پیش بینی الگوریتم به۱

.تلقی می شودZجت بوزون 
در غیر این صورت جت گلوئون❑

:بعد از پیشبینی❑
BCE محاسبه ی تابع خطا❑

عمل کرد شبکه با توجه به کاهش❑
قابل قبول ۴به ۱۶۰بعد داده ها از 

است

خروجی مدل و نتایج
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نتیجه گیری
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نتیجه گیری
.  دیمرا مطالعه کرخیزیافته، جت های کشف فیزیک فرای مدل استاندارددر جهت تلاش برای ❑

داشت کوانتومی ما را بر آنکشف همبستگی های پنهان و محاسبات سریع تر انجام انگیزه ی❑
در این زمینه بپردازیمعمل کرد ابزار های کوانتومی که به مطالعه ی 

جام دهیمرا انکاهش بعد باشیم در ابتدا فرایند ناگزیرشدباعثکیوبیت هاتعدادمحدودیت❑

برایرایکوانتومماشینیادگیریفرایندکه یککردیمشبیه سازیراکوانتومیمدارسپس ❑
بدهدترتیبما

سه استقابل مقایحاضرحالدراستفادهموردالگوریتم هایبهترینعمل کرد این الگوریتم با ❑

داستفاده کراندازه گیری ها در مدل استاندارد می توان در ادامه از این شبکه برای بررسی ❑

قابلنیزکوانتومیمداروفشرده سازی شبکه هایهمزمانآموزشفرایند هایهنچنین❑
دسترس خواهند بود 
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